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Abstract— In this paper, we focus on the problem of vision-
based localization for ground robotic applications. In recent
years, camera only or camera-IMU (inertial measurement
unit) based localization methods are widely studied, in terms
of theoretical properties, algorithm design, and real-world
applications. However, we experimentally find that none of
existing methods is able to perform high-precision and robust
localization for ground robots in large-scale complicated 3D
environments. To this end, in this paper, we propose a novel
vision-based localization algorithm dedicatedly designed for
ground robots, by fusing measurements from a camera, an IMU,
and the wheel odometer. The first contribution of this paper is
that we propose a novel algorithm for approximating the motion
manifold for ground robots by parametric representation and
performing pose integrating via IMU and wheel odometer
measurements. Secondly, we propose a complete localization
algorithm, by using a sliding-window based estimator. The
estimator is designed based on iterative optimization to fuse
measurements from multiple sensors on the proposed manifold
representation. We show that, based on a variety of real-world
experiments, the proposed algorithm outperforms a number
of the state-of-the-art vision based localization algorithms by
a significant margin, especially when deployed in large-scale
complicated environments.

I. INTRODUCTION AND RELATED WORK

The localization problem for ground robots has been under
active research for about 30 years [1] [2] [3] [4] [5]. The
majority of real-world ground robotic applications (e.g.,
self-driving cars) rely on high-quality GPS-INS systems
together with 3D laser range-finders for precise localiza-
tion [3] [6] [7]. However, those systems are at high manu-
facturing and maintenance costs, requiring thousands or even
tens or hundreds of thousands of dollars, which inevitably
prevent their wide applications. Alternatively, low-cost local-
ization approaches have gained increased interests in recent
years, especially the ones that rely on cameras [4] [8].
Camera’s size, low cost, and 3D sensing capability makes
itself a popular sensor. Additionally, recent work shows
that, when used together with an IMU, the localization
performance can be significantly improved [9] [10] [11] [12].
In fact, camera-IMU localization1 is widely used in real
applications, e.g., smart drones, augmented and virtual reality
headsets, or mobile phones.

However, all localization methods mentioned above are
not optimized for ground robots. Although camera-IMU
localization generally performs better than camera only lo-
calization by resolving the ambiguities in estimating scale,
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1Camera-IMU localization can also be termed as vision-aided inertial
navigation, visual-inertial odometry (VIO), or visual inertial navigation
system (VINS) in other papers.

Fig. 1: Representative visualization of the proposed algo-
rithm 1. Top left: An image used for localization with red
dots representing the extracted visual features. Top right and
bottom: Different views of localization with pre-built map,
green line is the estimated trajectory, red dots are positions
of visual landmarks in the pre-built map, and blue lines
represent landmark-to-feature correspondences.

roll, and pitch [9] [13] [11], it has its own limitations
when used for localizing ground robots. Firstly, there are
a couple of degenerate cases that can result in large errors
when performing motion estimation, e.g., system under static
motion, zero rotational velocity motion, constant local linear
acceleration motion, and so on [9] [14] [15]. The likelihood
of encountering those degenerate cases in ground robots is
significantly larger than that in hand-held mobile devices.
Secondly, unlike drones or smart headset devices which
move freely in 3D environment, ground robots can only
move on a manifold (e.g., ground surfaces) due to nature of
mechanical design. This makes it possible to use additional
low-cost sensors and derive extra mathematical constraints
for improving the localization performance [14] [16].

In recent years, there are a couple of low-cost
vision-based localization methods designed for ground
robots [14] [16] [17]. Specifically, Wu et al. [14] proposed
to introduce planar-motion constraints to camera-IMU lo-
calization system, and also add wheel odometer measure-
ments for stochastic optimization. The proposed method
is shown to improve localization performance in indoor

1Attached video demonstration online is available at https://youtu.
be/_gQ3ky_GTsA
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Fig. 2: System overview of the proposed approach.

environments. [17] designed a complete framework for
visual-odometer SLAM, in which IMU measurements and
wheel odometer measurements were used together for pose
integration. Additionally, to better utilize wheel odometer
measurements, the corresponding intrinsic parameters can
also be calibrated online for performance enhancement [16].
However, [14] [17] [16] only focus on robotic navigation on
a single piece of planar surface. While this is typically true
for most indoor environments, applying those algorithms in
complicated outdoor 3D environments is highly risky.

By contrast, in this paper, we propose to approximate
motion manifolds for ground robots by a parametric repre-
sentation, supporting most indoor and outdoor human-made
environments. This allows ground robot to conduct general
commercial applications without mathematical formulation
violation and reduced performance. Additionally, we propose
a novel localization framework for fusing measurements
from cameras, an IMU, and the wheel odometer, with an
iterative sliding-window estimator. The overall localization
system using our proposed method is shown in Fig. 2,
which is similar to the structure of other state-of-the-art
algorithms [10] [11] [18]. By extensive real-world experi-
ments, we show that, the proposed method outperforms other
state-of-the-art algorithms, specifically [9] [14] [10], by a
significant margin.

II. NOTATIONS

In this work, we assume a ground robot navigating with
respect to a global reference frame, {G}. When a pre-
built map is used for persistent localization, its reference
frame is denoted as {M}. The reference frames for each
sensor are denoted by {C}, {I}, and {O}, for camera, IMU,
and wheel odometer respectively. The center of frame {O}
locates at the center of the robot wheels, with its x-axis
pointing forward and z-axis pointing up. Additionally, we use
ApB and A

Bq̄ to represent the position and unit quaternion

orientation of frame B with respect to the frame A. A
BR is

the corresponding rotation matrix of A
Bq̄.

III. LOCALIZATION ALGORITHM

A. Sensor Measurements and Sensor Data Pre-processing

We describe our localization system by firstly presenting
sensor models and the sensor data pre-processing step. Also,
in this paper, we assume that, the used sensors are perfectly
synchronized by hardware, which is true in our experiments.

1) Wheel Odometer: Similarly to [14], at time t, the
measurements for an intrinsically calibrated wheel odometer
system are given by:

uo(t) =

[
vo(t)
ωo(t)

]
=

[
eT
1 · O(t)v + nv

eT
3 · O(t)ω + nw

]
(1)

where ei is a 3× 1 vector, with the ith element to be 1 and
other elements to be 0. O(t)v and O(t)ω are the local linear
velocity and rotational velocity expressed in the frame O at
time t, and nv and nw are measurement noises.

2) Inertial Measurement Unit (IMU): On the other hand,
the IMU measurements are expressed as:

ui(t) =

[
ai(t)
ωi(t)

]
(2)

with

ai(t) =
I(t)
G R

(
GaI(t)− Gg

)
+ ba + na (3)

ωi(t) = I(t)ω + bg + ng (4)

where GaI is the IMU’s linear acceleration with respect to
frame G, Gg is the known gravity vector expressed also
in G. bg and ba are gyroscope and accelerometer biases,
and ng and na are the corresponding measurement noises,
respectively.



3) Data Interpolation: A couple of operations in the
proposed system require performing pose (i.e., position and
orientation) integration between images (e.g., the operation
in Sec. III-A.4). However, due to the nature of multi-
sensor system, we might not have IMU and wheel odometer
measurements at exactly the same time when images are
captured. To this end, we propose to compute extra ‘virtual’
IMU and wheel odometer measurements by interpolating the
closest measurements before and after the image’s times-
tamp. Since IMU and wheel odometer measurements are at
relatively high frequencies (e.g., 200Hz and 30Hz in our
case) and ground robots in human-made environments are
typical under smoothed motion, we choose to apply linear
interpolation.

4) Image Processing: Once a new image is received,
we proceed to perform pose integration to compute the
corresponding predicted pose by wheel odometer measure-
ments (see Sec. III-B). Once enough translational or ro-
tational displacement is detected by pose prediction (e.g.,
20 centimeters and 3 degrees in our tests), the new image
will be processed, otherwise it will be dropped. For feature
processing, FREAK [19] feature is computed due to its
efficiency on low-cost processors, which is followed by
feature matching and RANSAC outlier rejection steps. Note
that, a couple of IMU-camera localization algorithms rely
on IMU-based pose integration for detecting displacement
to decide keyframes [9]. However, if a device is under slow
motion or ‘stop-and-go-style’ motion for a long time, the
long-time IMU integration becomes inaccurate. Due to the
availability of wheel odometer, we simply decide keyframes
by wheel odometry based pose integration, which is more
temporally robust.

B. State Vector and Iterative Optimization

To illustrate the localization algorithm, we first introduce
the state vector. At timestamp tk, the state vector is 2:

xk =
[
Ok

T sTk dT
k

]T
, (5)

where

dk =
[
bT

gk
bT

ak

GvT
I

GpT
Oi

G
Oi

q̄T
]T

(6)

and Ok is the sliding-window pose at timestamp k:

Ok =
[
xT

Ok–N+1
· · · xT

Ok–1

]T
,xOi

=
[
GpT

Oi

G
Oi

q̄T
]T
(7)

for i = k − N + 1, · · · , k − 1. sk represents the motion
manifold parameters at the timestamp k, which will be
explained in details in Sec. III-C.

When a new image at tk+1 is recorded, pose integration is
performed to compute dk+1 (see Sec. III-D). Subsequently,

2For simpler representation, we ignore sensor extrinsic parameters in
our presentation in this section. However, those parameters are explicitly
modeled in our formulation and used in experiments.

we employ the following cost function to refine our state:

Ck+1(xk,dk+1, fk+1) = 2ηT
k (xk − x̂k) + ||xk − x̂k||Σk

+
∑

i,j∈Si,j

γi,j +

k+1∑
i=k−N+1

ψi + βi(dk,dk+1) (8)

where ηk and Σk are estimated prior information vector
and matrix from the previous timestamp respectively, x̂k

is the estimate of xk, ||a||Σ is computed by aTΣa, fk+1

is the set of visual landmarks involved in the optimization
process, Si,j represents the set of pairs between keyframes
and observed features, and γi,j is the computed camera
reprojection residual vector. Additionally, ψi is the residual
corresponding to the motion manifold, and βi to the pose
prediction cost by IMU and odometer measurements between
time tk and tk+1. Specifically, the camera cost function is:

γi,j =
∑

i,j∈Si,j

∥∥zij − h(xOi
, fj
)∥∥

RC
(9)

where zij represents camera measurement corresponding to
the pose i and visual landmark fj , RC is the measurement
information matrix, and the function h(·) is the model of a
calibrated perspective camera [13].

To model h(·), fj is required. Recent state-of-the-art
localization algorithms can choose to estimate fj online [10]
or not model it in the state vector [9], or a hybrid method
between them [12]. In this work, we choose to not model
fj in our state vector (see Eq. 5), similar to [9]. To achieve
that, during optimization process, we first compute features’
positions via Gauss-Newton based multi-view triangulation
method, which are used as initial values in minimizing
Ck+1. We note that, to avoid using the same information
multiple times, at each timestamp, we choose un-processed
features only [14]. With computed positions of features, all
prerequisites of solving Ck+1 are prepared.

At each timestamp, we use iterative nonlinear optimization
to solve Ck+1, for obtaining posterior estimates x̂?

k+1 and
f̂?k+1. To keep the computational cost constrained, after the
optimization process, we marginalize oldest pose, biases and
velocity term in dk, and features fk+1. We also marginalize
the IMU and wheel odometer measurements between poses
at tk and tk+1. This process computes new prior terms ηk+1

and Σk+1. We here denote the gradient and Hessian matrix
of Ck with respect to [xT

k ,d
T
k , f

T
k+1]T as ψ and Ω:

ψ =

[
ψr

ψm

]
,Ω =

[
Ωrr ΩT

mr

Ωmr Ωmm

]
(10)

where ψm and Ωmm are corresponding to the terms that
are going to be marginalized, e.g., oldest pose and features,
ψr and Ωrr to the terms to be kept, and Ωmr is the cross
term. Similarly to other marginalization methods [10], we
compute:

ηk+1 = ψr −ΩT
mrΩ

−1
mmψm (11)

Σk+1 = Ωrr −ΩT
mrΩ

−1
mmΩmr (12)



The remaining question is how to represent motion manifold
and perform pose prediction, which will be discussed in
details in the next section.

C. Manifold Representation

We focus on ground robot navigating in outdoor environ-
ments, especially in large-scale human-made scenes (e.g.,
company and university campuses, streets, residential areas,
etc.). In those scenarios, the terrains are typically smooth
and without sharp slope changes. Based on that, we choose
to approximate the motion manifold at any 3D location x by
quadratic polynomial:

M(x) = z + c+ BT

[
x
y

]
+

1

2

[
x
y

]T
A

[
x
y

]
,x =

xy
z


(13)

with

B =

[
b1
b2

]
, A =

[
a1 a2
a2 a3

]
. (14)

The manifold parameters are:

s =
[
c b1 b2 a1 a2 a3

]T
. (15)

For any local x′ that is close to x, the manifold equation can
be expressed as:

M(x′) = 0, if ||x′ − x|| < ε (16)

where ε is a distance constraint. Since we use a limited
number of polynomial parameters to represent the motion
manifold, ε is necessary by limiting the representation in a
local region. As mentioned in Sec. III-A.4, in our localization
formulation, we choose keyframes of the state vector based
on geometrical pose displacement. Therefore, by defining a
local motion manifold at GpOk

, for any keyframe index i,
the following equation holds:

M(GpOk
) = 0, if ||GpOk

− GpOi
|| < ε (17)

To use motion manifold as optimization cost functions in
Eq. 8, we express Eq. 13 and 17 as stochastic constraints.
Specifically, we define the residuals of ψi for any valid
keyframe (see Eq. 8) as ψi = [fpi

, fqi ]
T , with

fpi
=

1

σ2
p

(
M
(
GpOi

))2
(18)

and σ2
p is the corresponding noise variance. Additionally, we

apply an orientation cost as:

fq =

∥∥∥∥∥b(GOi
R · e3

)
×c12 ·

∂ M
∂ p

∣∣∣∣
p=GpOi

∥∥∥∥∥
Rq

(19)

where ba×c12 are the first two rows of the cross-product
matrix of a, Rq is the measurement noise information matrix,
and

∂ M
∂ p

∣∣∣∣
p=GpOi

=

B + A

[
GxOi
GyOi

]
1

 (20)

The physical interpretation of Eq. 19 is that, the motion
manifoldM has explicitly defined roll and pitch of a ground
robot which should be consistent with G

Oi
R.

It is important to point out that, in complicated outdoor
environments, the ‘true’ local motion manifold will be chang-
ing over time. However, for most human-made environments,
e.g., university campuses, streets, residential areas, and etc.,
the terrain is typically smooth and changing slowly. To this
end, we define the manifold parameter s as:

sk+1 = sk + nsk , eT
i nsk ∼ N (0, σ2

sk
) with i = 1, · · · , 6

(21)

where N (0, σ2
i,sk

) represents Gaussian distribution with
mean 0 and variance σ2

sk
. Specifically, σsk is defined by:

σsk =αp||GpOk+1
− GpOk

||+αq||GOk
q̄−1 ⊗ G

Ok+1
q̄|| (22)

where ⊗ represents quaternion multiplication, αp and αq are
control parameters.

It is important to point out that the work similarly to
ours on parametric manifold approximation is [20]. However
the lack of a sequential statistical estimator makes [20] not
suitable for high-precision localization. We also note that
in Eq. 13 we choose to fix the coefficient of z to be 1,
which means that our manifold representation is not generic.
However, this perfectly fits our applications, since most
ground robots can not climb vertical walls.

D. Pose Prediction

To present the details of odometry based pose prediction,
we assume there are κ wheel odometer measurements be-
tween timestamps tk and tk+1. The timestamps of those
measurements are denoted by tk(1), · · · , tk(κ), with tk(1) =
tk and tk(κ) = tk+1. Starting from tk(1), the pose prediction
can be computed by integrating:

G
OṘ(t) = G

OR(t)
⌊

O(t)ω(t)
⌋

(23)
GṗO(t) = GvO(t) = G

OR(t)O(t)v(t) (24)

where bac represents the skew-symmetric matrix of vector
a. However, the nature of wheel odometer measurement
makes it difficult for integrating Eq. 23 and 24, since it only
provides estimates of the first element in O(t)v(t) and the
third element in O(t)ω(t), shown in Eq. 1. If pose integration
is performed with odometer measurement only (let other
values in O(t)v(t) and O(t)ω(t) to be zero), it is equivalent
to say the pose integration is calculated on a planar surface,
which is the tangent plane of the manifold at the integration
starting point. From tk(1) to tk(2), if the odometry-only
integrated poses are denoted by G

OR̆(tk(2)) and Gp̆O(tk(2)),
we can write:

G
OR(tk(2)) = G

OR̆(tk(2)) · δR (25)
GpO(tk(2)) = Gp̆O(tk(2)) + G

OR(tk(1)) · δp (26)

where δR and δp are correction terms from the tangent
plane of manifold to the manifold itself. Since the tangent
plane can be considered as the manifold’s first-order ap-
proximation, δR and δp should be small. Thus, we here



adopt the odometry-only integration described above, and
model δR and δp as Gaussian noises. We also note that, this
approximation is similar to [21], in which unknown external
force is modeled as Gaussian noises for flying drones.

It is also important to point out that our method of
approximating odometry based pose integration is not the
only solution. However, based on our high-FPS odometer
measurements and testing environments, we experimentally
find that the proposed one already achieves high accuracy and
outperforms competing state-of-the-art methods. Exploring
and comparing the performance of different pose integration
methods will be our focus in future work.

On the other hand, pose prediction using IMU is per-
formed similar to other work on camera-IMU localiza-
tion [9] [10] 3, and thus we omit the details. In this paper,
based on pose integration of wheel odometer and IMU,
the cost β in localization optimization function Eq. 8 can
be computed, consisting of both wheel odometer term and
IMU term. We also point out pose prediction for keyframe
selection (see Sec. III-A.4) is performed by wheel odometer
based integration. This is due to the fact that errors of wheel
odometer integration will not grow as a function of time
(especially important for stop-and-go motion), leading to
bounded errors of prior estimates for keyframes.

E. Localization with Pre-built Map

The method described in Sec. III-B defines an open-loop
localization algorithm, in which long-term drift is inevitable.
To cope with this problem, online simultaneous localization
and mapping (SLAM) [8] or localization with pre-built
map [11] [18] can be performed to generate pose estimates
with bounded localization errors. In this paper, we focus
on the latter approach. Note that, to enable localization
with pre-built map, any type of visual map can be used,
if the following conditions can be satisfied. Firstly and most
importantly, the generated map must be accurate. Secondly,
when building the localization map, the used feature detector
and descriptor should match that is used for our localization
algorithm.

Our framework of persistent re-localization is similar to
that of [11] [18], and we here briefly go over the steps. To
be able to use a pre-built map, the position and orientation
between the map frame and global frame, i.e., GpM and
Gq̄M, need to be modeled into state vector (Eq. 5) and be
estimated online. In our persistent re-localization framework,
all operations of normal open-loop localization remain the
same, with one additional operation added: associate features
detected from incoming image to visual 3D landmarks in the
map and use that for formulating extra cost functions. This is
achieved by combination of appearance based loop closure
query and geometrical consistent verification [11].

3Minor difference exists due to our pose parameterization on frame O
instead of I. As a result, extrinsic parameters between O and I will be
used during the integration.

TABLE I: Localization errors of different motion man-
ifold representation methods: using 0th-order, 1st-order,
2nd-order (proposed) representation, and the one without
modeling the manifold.

2nd-order 1st-order 0th-order w/o manifold

Dataset 01
pos. err. (m) 0.4993 3.7528 3.2917 2.1186
rot. err. (deg.) 2.78423 3.8094 4.22689 2.95411

Dataset 02
pos. err. (m) 0.7330 2.6927 2.3419 2.3178
rot. err. (deg.) 2.59439 4.32612 4.44717 3.51778

TABLE II: Position and rotation (yaw only) errors of
the proposed approach, compared to other state-of-the-art
methods VINS-Wheel[14], Hybrid-MSCKF[12] and VINS-
Mono[10], on different indoor and outdoor datasets.

Proposed [14] [12] [10]

INDOOR 01
position err. (m) 1.229 1.070 2.849 5.236
rotation err. (deg.) 1.032 1.164 1.340 2.437

INDOOR 02
position err. (m) 0.783 0.825 0.950 4.629
rotation err. (deg.) 2.251 2.022 2.382 9.281

INDOOR 03
position err. (m) 1.026 2.760 2.764 0.986
rotation err. (deg.) 2.351 2.841 2.849 9.360

INDOOR 04
position err. (m) 0.626 0.773 0.794 0.762
rotation err. (deg.) 1.591 2.413 2.738 4.314

OUTDOOR 01
position err. (m) 1.141 2.988 2.829 2.44
rotation err. (deg.) 3.225 5.564 6.101 2.032

OUTDOOR 02
position err. (m) 0.653 1.479 2.001 6.552
rotation err. (deg.) 3.153 8.298 4.906 6.591

OUTDOOR 03
position err. (m) 3.119 3.496 — —
rotation err. (deg.) 4.229 4.513 — —

OUTDOOR 04
position err. (m) 2.004 13.272 12.361 10.069
rotation err. (deg.) 1.426 11.364 10.419 10.378

OUTDOOR 05
position err. (m) 0.834 5.804 4.174 21.583
rotation err. (deg.) 2.987 6.034 6.261 9.526

OUTDOOR 06
position err. (m) 3.156 12.179 11.301 23.514
rotation err. (deg.) 2.14636 13.739 11.784 15.716

a —: Fails due to severe drift.

IV. EXPERIMENTS

To the best of the authors’ knowledge, there does not
exist any proper public dataset with camera, IMU, and wheel
odometer measurements for large scale ground robots4.
Therefore, we collected more than 60 datasets from July
2018 to Feb. 2019, for our experiments. During the data
collection, the ground robots were operated in both indoor
and outdoor environments, under various types of motion,
and under different light and weather conditions. In our
experiments, the images were recorded at 10Hz with 640×
400-pixels resolution, IMU measurements were at 200Hz,

4This statement is at the time of the paper submission of this work.
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Fig. 3: Sample images for long-term deployment scenarios. Hall (1st row), office (2nd row), hotel (3rd row) are all indoor
scenarios, while other three rows are different weather conditions for outdoors from sunny (4th row), rainy (5th row) to
snowy (6th row).

and wheel odometer measurements were at 30Hz. Based on
the motion during our data collection process, the median
frequency of placed keyframes of the proposed localization
algorithm was at about 3.5Hz.

A. Evaluation of Manifold Representation

The first experiment is to evaluate the necessity and
performance of manifold representation. Specifically, we
implemented the proposed localization algorithm in four
different modes: 1) removing manifold constraint in Eq. 8,
2) using zero-order approximation for motion manifold (only
using c in Eq. 15), 3) using first-order approximation (using
c, b1, and b2 in Eq. 15), and 4) using the proposed quadratic
representation.

Table I shows localization errors for four different modes,
evaluated by two different outdoor datasets in which ground
robot started and ended at the same location. Due to the lack
of full-trajectory ground truth, we computed the localization
errors by evaluating the final drifts. A couple of conclusions
can be made from the results. First, by using ‘poor’ pa-
rameterization for motion manifold, the localization accuracy
can even be reduced. In fact, when approximated by zero-th
order or first order polynomials, using motion manifold for
localization will be worse than not using it. This is due to the
fact that outdoor environment is typically complicated and
simple representation is not enough. However, when proper
modeling (i.e. the proposed method) is used, better local-
ization precision can be achieved. This experiment validates
the most important assumption in our paper: with properly
designed motion manifold representation the localization
accuracy can be improved. In fact, for the two datasets
involved, the improvement of position precision is at least
69%, which is significant.

B. Overall Localization Performance

The next experiment is to evaluate the overall localization
performance of the proposed method, compared to a couple
of the state-of-the-art algorithms, i.e., VINS-Wheel [14],
Hybrid-MSCKF [12] and VINS-Mono [10]. Ten experiments
were conducted, with four in indoor 2D environments and
six in outdoor 3D environments. Similarly to the previous
experiment, the final errors were computed as the metric for
different methods, on open-loop estimation setup.

Table II shows the localization errors for all methods in
all testing datasets. In indoor cases, the proposed method is
able to obtain best overall performance, but the difference
between the proposed method and VINS-Wheel is not large.
This is due to the fact that, in indoor environments, the
planar surface assumption of VINS-Wheel is true and this
helps with the localization accuracy. However, in outdoor
datasets, the proposed method outperforms all competing
methods by a wide margin. In fact, except for the third
dataset, the position error of the proposed algorithm is at least
62% better than VINS-Wheel, 60% than Hybrid-MSCKF,
and 53% than VINS-Mono. We also note that in the third
dataset a lot of rotation-only time periods were involved,
which was known to cause degenerate cases for camera-IMU
localization. In fact, both Hybrid-MSCKF and VINS-Mono
diverges in this case, however, the proposed method performs
relatively well. This experiment shows that when used in
vision-based localization for ground robots, the proposed
algorithm performs significantly better than alternative state-
of-the-art methods, in terms of both accuracy and robustness.

C. Re-localization Tests

The proposed re-localization method is also tested with
different ground robots platforms in 60 different environ-
mental conditions. The involved testing environments contain
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Fig. 4: Translation error and rotation error of the ‘full’
proposed approach, the one without manifold representation,
and the one without online sensor extrinsic calibration.

ones that are highly challenging, e.g., in front of fully-glass-
covered building, with low light conditions, in low texture
area, and so on (see Fig. 3). Note that, we do not aim to
seek for difficult cases on purpose, those are cases common
for real robotic applications.

In all experiments, the proposed algorithm always worked
well, i.e., globally re-localized in the end of the dataset and
jumps in pose estimates did not show up during the entire
trajectory. We note that this is achieved by both accurate
local pose estimation and global loop closure estimation. In
fact, in some challenging datasets, it is possible that there
were 30 meters’ trajectory or 40 seconds’ time without good
loop closure query (also partially due to the FREAK feature
we use [19]). The accurate local pose estimate ensures
limited local drift which makes it possible for later global
re-localization correction without ‘jumps’.

Additionally, based on a representative re-localization
dataset, we also evaluated the effectiveness of the proposed
manifold-based localization approach, by using or not using
it during the test. The result is shown in Fig. 4, which clearly
demonstrates that with the proposed manifold representa-
tion the re-localization errors can also be largely reduced.
Although it is not the focus of this paper, it is mentioned
in III-B that the proposed system is implemented with online
sensor extrinsic calibration. Fig. 4 also shows that if this is
not implemented, the errors will be increased.

V. CONCLUSIONS

In this paper, we propose a vision-aided localization algo-
rithm dedicatedly designed for ground robots. Specifically,
a novel method is proposed to approximate the motion
manifold and use that to derive localization cost function.
Additionally, an optimization-based sliding window estima-
tor is designed to fuse camera, IMU, and wheel odometer

measurements together, to perform precise localization tasks.
By extensive experimental results, we show that the proposed
method outperforms competing state-of-the-art localization
algorithms by a significant margin.
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